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Acceleration Startup Design
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BV accellerd)
Agenda

SYSTEMS INITIATIVE

* Enable SW-Driven Verification
» Accelerate Signoff with JasperGold RTL Designer Apps

« Speed Up Verification with Common Methodology For Emulation And
Prototyping

* Accelerate SoC Performance Testing with System VIP
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Enable SW-Driven Verification
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Software cost is key challenge!
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Cost of Advanced Designs
$540M
$497.6M
.—— Yalidation
Prototype

$405M
g Software
=
o
@ $270.3M
£ i B
B
g
g
= ~ Physical

$162.1M
$135M
$99.6M . Verification
$28.0M $36.6M E E B —— Acchitecture
| | IP Qualification
mM T T T
ganm 40nm Z8nm ZZnm 16nm 10nm nm nm

Source: IBS, July 2019
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A Lot of Design Details Must Converge — BYLLL (aecellera
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Vehicle Software Infotainment Software

Ul with TTS & Speech Recog

Vehicle Service Diagnostics,
Sensors, etc. Calibration,
Configuration

Emergency
Services

Wireless
Phone| BT | Nav | Cloud | niciay | DLNA Radio
Apps | sync
System Services

Software . oo |

Vision Processing Domain Graphics Domain Sensor Interfaces Safe & Secure Domain

Image Signal Processor
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Secure

Quad Core CPU Cluster Subsystem Safety Subsystem

GPU

64 bit CPU 64 bit CPU Fault Management
H Hardware Unit
ard Ware Vision Q7 Vision Q7 Security
> Module
4 bit CPU 64 bit CPU TENSILICA E:C;’gfr
Vision Q7 :

Quad Core CPU Cluster

1
1
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Eight Unit 64 bit CPU Cluster Low Speed Interface Domain
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Hardware/Software Co-Verification

During SoC Design

Applications Virtual System
Platform

(Basic to Complex)

Middleware
(Graphics, Audio)

OS and Drivers
(Linux, Android)

System(C®
Bare-Metal SW

Architecturg
Exploration
and
Spec
Definition
Phase

Typical Duration: 6 month

Xcelium™

Functional
Simulation

Palladium® Z1 Protium™ X1

Software-driven design &

Front-End Design and Functional Verification P&R,
Tapeout

SoC Development

12 month
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1st Silicon

Chip
Production

Fab

4 month

Board

Silicon
Bring-Up

Post Si

3 month



Virtual and Hybrid Platform Crucial for
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B e N 4 4 I

All Virtual
* Pre-RTL SW Developmen

Software Tests

SoC

UART  system

CPU CPU Hmm Boat

Timer
Dsi
| Ethe
|+ Dispiay

—

IP Hybrid

* Pre-SoC IP / Driver Validatio
& Optimization
* RTL - Palladium or Protium

Software Tests

CPU Sub-system

SOC Hybrid

* Pre-Tapeout
Hardware/Software
Validation

Software Tests

CPU Sub-system

Emulation, FPGA Proto

* Pre-Tapeout Fully Accurate
Hardware/Software
Validation

Software Tests

SoC

UART  System
INTC
Timer

All RTL, Silicon

* Final Hardware/Softwar
validation

Software Tests

Index

RTL Models

192




IP and SoC Hybrid Examples

Hybrid platform
Virtualizing the CPU

Interconnect
synthesized by
Stratus HLS
Top TLM platform

assembled | \firtual Platform
by VSP Factory

HW Emulation

IP hybrid complementing RTL verification with real SW
drivers, develop, execute, and debug large amount of
software, 6 users in parallel

ARM Fast
Model
integrated in
TLM wrapper

Reset and GIC

2021
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SoC hybr|d with faste
once silicon is Wo*%m

O‘benGL"tast Qulxef pre i

Vikramjeet Singh
sr System SW Manager
Tegra New Chips

"‘a':::::’kf;o"‘ PVILT models R‘Eemgn Lc::era-?f::; ) BOSCH
from Hybrid kit
Source: Emulation Enabling Automotive Designs, http://bit.ly/2yR12r8 Source: DAC
Linux >1B instructions Android >20B instructions Windows > 50B instructions
2 min with virtualization ~45 min with virtualization ~80 min with virtualization

45 min in RTL Hours in RTL Days in RTL

accellera

SYSTEMS INITIATIVE
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PreSilicon Software Validation Focus _EHINA Bl et

« Fastest software execution across engines
* Leveraging abstraction and connecting fastest engines

* Native software debug and configuration across engines and abstractions
« Assembly and configuration for virtual and hybrid
« Native SW debug across abstractions and run time engines

* Open platforms and models
 Virtual Models based on standard SystemC TLM2

* Run time / control framework natively integrated with a heterogenous model
ecosystem

 Tightly integrated with Cadence platforms — Palladium, Protium and Xcelium.
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* Virtualization (Models)

* CPU and Interrupt Controller selection is key CPUW TLMG TLM2
» Leverages TLM2 Direct Memory Interface (DMI) rap ehl Model

 Virtualize High Activity Peripherals Library
+ Timers, UARTS, Interrupt Controllers, ... De"l\‘jl'ggeTsLMz
« \Virtual Reference Platform TLM2 wrapper
* Reference Platform running required software Platform Assembl

» Platform completeness depends on requirements
« Start from required software and work back

» Android -> which cpu -> which interrupt controller
 Existing reference platforms

 Android 9 and 10, Linux Multi-core, ...

« Hybrid

» Connecting Virtual Platform to RTL
(Palladium/Protium)

* Which interconnect, smart memory, ... Interconnect Library

Manual Config

& Smart Memory Library
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Virtual Prototype Model Generation

Modeling Time Spent on Functionality |

Register Window GUI 1

Generated
TLM 2.0 software P —— ’

A
IP-reg.h
C-API for firmware register access
I
IP-test.c
Pin change & IP register read/write test software
IP-XACT TLM 2 e
AN ¥ Interface
Reg.txt
Generator Register and IP function documentation
I
Register Descriptions & IP.CC
Configuration Options TLM 2.0 /O, register definitions, and read/write functions
IP.CC i i Func.CC i
* Register read/write functions i Source functionality i
D:D:\:\:I:DD:D:‘:‘:D:‘ ¢ Functionality (...); /i i
} OR ; :
(LTI : |
* Pin change functions \ - i
*Reset functions i Binary models i
i i



Virtual Platform Debug 2021 accellera
SystemC/TLM Aware Debug

SystemC

processes zoz1 SYSTEMS INITIATIVE

SystemC Source Code
Threads and = View |

. Elle Eon View select Format simylanon  Windows Help cadence
Methods in = 7

IH e aaEe 2 € R e EEE| s o P
sidebar [5L - 3 - Scope: [® sc_mainTOP_TE.TOP dma_0.dma_pracess B = Fies: [ama_process - raviusey

simple_dma.cpp [137:151] B«

125 d - feqistsr'wmp appm; Y
126 breaic:
e T 7 [ fri} cat REb_pia iz TR anoe
E2 @arbitratinn_prarass sc_main TOP_TBTOP arbit| [ 128 A = feqistar WO ATIOR:
b ol vt e 1) | Rk System
&2 echange_mem 2 sc_mainTOP_TB Lzl e- falees
B2 o @ gueporase o2 _hanTor T9.TGP dra B e Module
12 @receive_data sc_main TOP_TB.b,_th 136
2 erun se_main.TOP_TE.TOP nost | (7 137 [vuiil winle_dme: s dme_process() ( q
\ &t oo oot atorme| |21 | 258 i Hierarchy
- s0_main TOP_TB.r th | =139 while (fegister OMD == REG DM CMD STOP) wait(start tma e);
2 rocess sr_main TOP_TR TOP rxbx. 140 switch (feqister CMD) { i = = =
S = = | | 141 aSe REG DMA Gm_ START wiMz I : Zystemc/ncsciut?/scMain.c
142 Gout <7 name () ¢4 " T starting = dma transfer fomm ML to M2, at = % << sc_time_stamp() << endl: : 2 TOWSETL S I SO =t SRR PCH
=3 ,_dma_transfer (true) ; 3 3 . 5 = -
; Eile Edit Miew Select Format Simulation Windows Help cadence

Call |esmamee—
Debug and {150k
Simulation

== | Console ot

Source Browser 1 — Sustenc/Cr+/C Yariables =[] Console ~ SimVision T=i

[Frteton_Winaows_telp 3 cadence Browse: | @ All Available Data

P T
i 3¢ || Tem searen i o || o & B =5 simulator

4 schain
=} Top

B @ ~

Scope: | % scMain.Top.Producer.send_data

& [@2 @ [76 [0 [2@ [26 Fier[ W

ﬂ 48F Files émndu\e_prnducer— ‘homerryosatod fschdain cpp [B:60]

Bt X A
Variabia T Vaiue | e
this oxaaE4e00 simple_dma * canst
progr_port €3 ciass tim_utits:simple_t
isacket 1 i class tim_utits:simple_i
= isacket_2 €3 class tim_utits:simple_i
register_CiiL 1 unsigned imt ()~
register_LENGTH 00 int bl Ladby

6
8|class producer : public sc_module
9t

0| public:

'd 100
11 sc_outdint> outpl;
0

o | -

B2 ER R | ERO 11000+ 0 @ . o8,
configured as 'xB6_64-pe-Linus-gnu’ S
o oymbals Found)

12 sc_outdints outpl; |

rt —p 8 nodbg thread bresk function | = Consurp
reTkpoint ot on2caaiass: ETe 5395735 enabled stop only in thread 8 e

13 sc_out<inty outp3d;

28
i
i @ a0
Sl e ehaturelned ot {2 enmn[55 5 tne Threng vop 0. 702 ans_ 0. dna pracess® 1301 - 8P read_input _] 14 e
: 2
]

Erfeskpo
3y
= sc_oukdint> oubpd;
register_STATUS |0 short unsigned int A 3 it ad s wak_Fun: Livi ab Cile 7 ~
fegister_M1_ADDR | 24576 ansiane it FE @  Consumerz ig N ummimar !
register_M1_STRW |0 short unsigned int = : : _HAS ] producer] ;
register_MZ_ADDR | 28672 heinea in | SIS Teny) s eionl SECEH %% read_input S5
ranistar M7 STRW |0 Shart insinned int L | 3 @ Consumerd 18 producer (sc_module_name name) : sc_module (name)
— S : 19 {
A, M A Fast add [Bank sc_maintimer e Y ; B process_data 20 S50 THREAD (send_data) ;
SystemC/ i Register T Ve | Descipion ] - read data i
C++/C E--EF  timerRegs - i 4} Consumerd | 23 woid send data()
Soomm  fimerLoad (31:0] 00000000 |Load value for Timer - Monitar 24 {
Varable /m timervalue [31.0]  |FFFFFFFF |Cument Value of Timer it e 3-2 i;é Eﬂs?df
@m  timerControl [F:0] |20 | Control Register 27 4R
Watch 0 ENABLE [77] | Disahled |enable field IUnCEdte e enll 28 wait(d, SC_WS);
WindOW M MODE [5:6] FreeRunning |mode feld func_detect_eventz %3 start message();
oo E [5:5) 1 (Imerupt Enable i func_detect_sventd " Fori 0 e g
DeVlCe 00 R[4 (1] unused , always write as 0g = Producer 32 fori{j = 1; j <= 4; j++) {
[0 PRESCALE [3.2 None | prescale divisor LSF send data ol 33 wait(l, SC NS); .
RegiSterS M TimerSize [111] | SiteenBitCounter | Selects 18/32 hit caunter opers = gg toSend = 100 * j + i; .
A . OO0 oneShotvode [ Wrappinghiode  |Selects one-snot or wrapping © 2 s ' i
with Bit @@ fimerniClr [7.0] oo | Interrupt Clear Register , TBD 37 switch(i) {
: am  timerRIS [7:0) (il | Raw Interrupt Stalus Sl
Flelds < timetIs [7:0] (1] Masked Intarmpt Status 38 ganesl gg% write(easendy phreck,
@M timerBGLoad [31:0] | 00000000 |Backgorund Load Value for Tir 39 case 2: outpl write(toSend); hreak:
— a0
2af Filter: |* n Q‘ 40 case 3: outpd wrike(toSend); break;
== = = = - L 4o
2 1 -~ 41 case 4: outpd write(toSend); hreak;
- Show contents: | In the source code area ~ 42 3
43 1 ¥
i i }

@ 0 ohjects selected
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Unified Hardware / Embedded Software Debugging BV accellera
Fully Transparent and Integrated Across Both Domains nsorin 1 o s021 SYSTENS INITIATIVE

Combined Software / Hardware Debug View

[P ]
|@-om® Source,
Breakpoints & L W | i Register, and
Probing E gz i e Process
¢ e Debugging
------- &% (7 [ (58 [ [ [ ruerFH
Common System
Trace Views . Memory &
Memory Maps

» Set break points in either hardware or software
» Single step in hardware or software

* Debug individual cores in multi-core system
* View register and memory views for each core
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Ericsson RBS 6000 Basestation —

Ericsson Helios Virtual Platform

— Enables software developers to | _
- : . » The multi-standard radio base
immediately begin SW development station can run 2G/GSM,

— High performance abstract TLM SGIWCDIA and 4G/LTE

» Takes up 25% less space and
models available months before RTL radlises pavler eshELmpHan: o
up to 65% compared to
previous-generation RBSs

RAMP UP OF OURRBS 6000

TOOLS IN THE HELIOS PLATFORM DEMO
» 4G/LTE marketshare in 2010 T -
over 50%* T T :

Source Ericsson Q1 2011 Report
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Challenges in Pre-Silicon SW validation

Results

* Software validation has a big impact on "time to market" of automotive products
* Pre-Si SW validationin HW/SW co-sim ensures a high SW quality on silicon arrival
* Requirements to shortenthe SW turnaround time on 5i:
* Fast bring-up / High execution frequency / Quick turnaround time / Accuracy/ Debug
* Whatis the best Pre-Si platform for fast SW convergence?
* Whatis the right methodology for the job?

* Full Linux OS boot in 32 seconds instead of
2-3 hours on non-hybrid emulation

* High level of software validation and
readiness even before Si arrival

* Validate complex software and complex

scenarios
R B e s
context: OSPl, eMMC and PCle on RTL
Virtual Simulator Early, fast, high debug Timing accuracy, not all IP available/effort porting IP to TLM models . X 1
no co-verification of SOC — RTL/SI * Shorten SW bring up time for Si
RTL Simulator Accurate, high debug Extremely slow, impossible for complex software runs s User friendly environment for both HW and
RTL Emulator Accurate, high debug %1000 faster than RTL but still not enough for SW convergence SW dEbUg
* Same SW image used as for pure emulation
= <0y * Quick retest of new SW image
f MO8 EVE 2 ) ) j
T Hybrld advantages fFOITI the SW * Gate count of hybrid design is 37% lower
: : ; <
programmer's point of view A

Our Vision. Your Safety ™

* vs. Pure Emulation

* Dramatically reduced boot time

* Interactive mode of operation, control OS (Linux) via console
* vs. Pure Simulator

¢ Much more precise model

* No need to develop any model for peripherals

* vs. Silicon
* Schedule “Shift-Left”: SW enablement before Silicon arrival
* Enable error injection to test software bad path scenarios

* Convenient waveform debug of HW signals/register values (key to debug
HW/SW issues) <777

= \-’m Mogneve
K‘ = SR S An Intel

intel and the intel logo are trademarks of intel Corparation or its subsidiaries in the L5 and/or ather countries. Companyf

Our Vision. Your Safety ™




Commitment to Software-Driven Verificati

* Enable early SW development and validation
« Based on SystemC models or CPU fast models

All Virtual
* Pre-RTL SW Development

IP Hybrid

* Pre-SoC IP / Driver Validation

& Optimization

* RTL - Palladium or Protium

CPU Sub-system

* When only some key IP(s) ready

» Native software debug and configuration

across engines and abstractions
Assembly and configuration for virtual and hybrid
Native SW debug across abstractions and run time

engines

SOC Hybrid

+ Pre-Tapeout
Hardware/Software
Validation

Emulation, FPGA Proto

All RTL, Silicon
* Final Hardware/Software
validation

2021
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* Open platforms and models

SYSTEMS INITIATIVE

« Virtual Models based on standard SystemC TLM2

* Run time / control framework natively integrated with
a heterogenous model ecosystem

 Tightly integrated with Cadence platforms —
Palladium, Protium and Xcelium.

» Fastest software execution across engines
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Accelerate Signoff with
JasperGold RTL Designer Apps

.
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Need for Early Design Checking .0 .

 Effort and cost 1o fix a bug increases significantly further into the development
cycle

A

Catch bugs as early as
possible

Effort to fix bug

Time

.Q..‘gq RTL Design RTL Refinement
N Testbench Development IP Verification



: . : : 2021
RTL Signoff by Designers: Big Picture &Y aicelera)

SYSTEMS INITIATIVE

 Typical RTL signoff includes

 Signoff the RTL against a comprehensive set of structural
lint/DFT/CDC/RDC checks

 All checks are ‘automatic’ and user provides RTL + constraints (for DFT
and (\I'\ﬁ /NN

« For comprehensive signoff, augment with automatic functional checks
° High'Value code reaChabi”ty and functic AUTOMATIC
 Functional CDC/RDC checks FUNCTIONAL CHECKS

J ANlA® nlatfarm 1ininiial i+ ' -
JasperG y positioned t UTOMATIC
+ FUNCTIONAL CHECKS

olution for




Auto-Formal Checks: FSM g oAt 3@
Reachability/Deadlock Example '
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always_comb begin

parse 5Tt N = parse _stT,;
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if (eng_walid) hegin

case [parse_st_nx)

IULE: begin
if (enqg sap) parsse st nx = CHECKSUM;

e nd

HEADER: begin
1T [ward cnt == cfg header length) parse st nas = D
@lse parse_st nx = HEADER;

e nd

DATA: begin
if {eng sap) parse st nx = HEARBER;

e Structural LINT cannot

catch such issues N

« These issues are high el e O -
value to caught at RTL . I CHECKSUM and
stage and can be e g fo R end_sop_1d Never goes
automatically checked e e C ESM wilthe
USing auto-formal checks always @(posedge clk _header or negedge rstn) begin

AT (!retn) begin
header valld == ||
end alse begin
header_valid == eng_valid && (parse_st_nx == HEALER]
header_data == eng_data;
& nid
@ nd

dlways @iposedge clk_payload or negedge rstn) begin
if f!'ratn) begin
|-n:.-'1-- I-|_'-'.|I id === 1 g
end =lse begin
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Update constraints 1. Correctness of analysis constraints

» User-specified constraints are considered
golden

* Reuse of constraints — a big source of bugs

* Are my constraints correct?

Rules
; ) Fix RTL

2. Validity of waivers
« Assumptions made about design functionality

' : / * Reviewed based on waiver comments
CDC/RDC Analysis </ 2 * Are the underlying assumptions for my waivers
~/ valid?
Violation Reports
3. Metastability-aware verification
 How do | guarantee that my design is immune to
metastability effects?
» Is my functional verification environment
metastability aware?
» Generally modeled with randomized
achronizer delay jn simulation — Pessimistic
if she

Linking CDC/RDC analysis with functional vez ICAtiGRoIst ey

Waive violations

Waivers
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Validity of Waivers
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RDC

violation

RST1 —| RST2 —I

D2 Q2 D Q
DRQ pRa D Q
CLK CLK
CLK CLK R R
LK CLK1
ELk1 ISO -
Reset Domain Crossing Reset Isolation Strategies

RDC violation: Destination flop (g2) may go metastable if source reset (rsti) is
asserted while destination reset (rst2) is de-asserted

Considered safe if reset isolation logic is present

Assumption: The RDC path (p2>92) cannot be sensitized when reset isolation is
active

Is this assumption valid?
Missing verification linkage to validate waiver related assumptions
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JasperGold Superlint App BV (agcelerd)
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Naming Enabled by true
formal technology
Coding style
|
e |
Structural Lint DFT controllability i Mk S Best-in-class debug
arnd Sim-synth o DFT
. — - S
DFT Checks mismatch w observabilty JasperGold® Visualize™ Envifonment

+ X assignment
_ Arihmafic Reachability
1 overflow _
Automatic '52’:(;"’;’:{(
Formal Checks
Range overflow
Combo Igop Bus contention Low-nqise violatipn
analysis and waiver handling

Comprehensive functional checks, violation debug, and
waiver handling based on best-in-class formal analysis ‘
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What is pending What was achieved

Design Configuration 4‘ '1‘

* Clocks

* Reset

« Signal
configuration

Rules Configuratio
» Custom categories
» Selected checks

* Custom parameters

Violation / Progress Report Signoff Report

Analysis Debug

RTL Lint Auto-Formal of run violation and

+ Lib

Search

oy - B results failing properties ) l,

- File Design Setup
BEQEBvd RS

Miolation Messages View

Rule Violation ~| 4D - 55 |EEE ”_6 @ . Filter on m; Auto_ Formal

[ Superlint

AR QAR

le march the Mes=sga Log

Revise RTL Waivers

Description (Order by domain) Vio a‘tions Come . .
i d ain: LINT (80) | R W T ——
et P evise Waivers
[+ Category SYNTHESIS (1) 1 _——
[ [ R maiaw up in the same =
= s Domain: DFT (2) . .
H i} Ca DFT_FUNCTIONAL (2) I
B * DD:g?nrvAUTD_FDRMAL (163 VIO atlon tree aS
= Category: AUTO_FORMAL_ARITHMETIC_OVERF
|53} g EXP_IS_OVFL (3) LI NT/D FT
B Category. AUTO_FORMAL_DEAD_CODE (3)
B} Category: AUTO_FORMAL_FSM (2)
LB Tag: FSM_NO_RCHE (1)
N - g *E, "Unreachable states foundHEADER in the FSM "enq_parse.parse_st""
B TBg: FSM_NO_TRRN (1)
= Category: AUTO_FORMAL_OUT_OF_BOUND_IN@EXING (1)
=} Tag: ARY_IS_0O0BI (1)
2 *E. "Variable index "a" ran ction greater than "3 is outside the defined range of "th

ge sel
Cbegury. AUTD_FORHAL_X_ASS!GNMEy
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File Edit View Design Reports Application '@ OPenTagHelp cadence

&) superlint |-j-.| S [ W

Fle——Design Setup o vave | AddWaiverComment.
(!, Q B ﬂ; °ﬂ Bl e- & =3 . i . Open Add Waiver Dialog... of 0
Violation Messages View . is Browser & X
[Ruleviolation  ~]+7 +% [E[ 4@ ([ FS Please add a commentto createthewaiver ), |4 & |D L & |8 ® & @ |{3 | & | oTP NR ASYA 3434 ¥ |
|Descriptinn (Order by tag) Show Schematic Il 1 “pp.vh" e
Tag: MOD_NR_EBLK (2) 2
Tag: OPR_NR_UCMP (7) 3 module pp sync_pulse (
B Tag: OPR_NR_UEOP (1) 4 input bit clkl,
£ Tag: OPR_NR_UEAS (11) 5 input bit clk2, | |
= Tag: OTP_NR_ASYA (129) Expand All 6 input bit rstnl,
i Output port 'cfg.GEN_INTR_ 7 input bit rstn2,
Output port 'cfg.GEN_INTR Collapse All B input bit in,
Copy Text 9 output bit out,
; Output port 'cfg.GEN INTR c 10 &> output bit busy
t ‘cfg.GEN_INTR_ __ 0¥ 1 )
. Qutput port ‘cfa.svnc cfa t Label 12 _ ) )
- Add comment EREE
I“Output port 'cfg.GEN_INTR_CLEAR_SYNC[12].sync_cfg_intr_clearbusy' is assigned async -to Create Waiver i 15 ;'
Violation Messages View | Automatic Formal Properties | [pp_sync_pulse v
B session_0 ¥ - & @ Q . Waiverlist 8 X
- ar_covered 10 (0%) g %
- undetermined ¢ 0 (0%)
- unknown 10 (%) Comment ¥ Ild ]50urc ¥ IUpT ITag ¥ ICategory ¥ IModul b IA
- errer I WA arithmetic_overflow 3 R EXP_IS_OVFL . il
j arithmetic_overflow - kil - —
arithmetic_overflow H H
[(<embeadea-] + = 1 ety Waivers are persistent across RTL code/
- arithmetic_overflow
Exite jo Wamingui Ererec] vpet Messger ) v % ald file path and hierarchy changes, waivers

are highly portable as those are stored as

Tcl commands
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Observability-Enabled Debug | CHINA B

« Debugging auto-formal violations show where the violation propagates

« Boundary signals are added to the debug window
» The propagation cycle is highlighted — hints the user to perform “why”

=S5L_AUTO_FORMAL_ARITHMETIC_O...:arithmetic_overflow_prop_203 (visualize:0) {session 0} - JasperGold Apps (.../sessionLogs/session_0) - Visualize

Hle Edit Yiew Visualize Jols Window Help ¥ cadence’

8 &l s el @ amwal|l« BE-B|o-t-wl Ho -|E-@ 3| ‘»HI@»HI

Current:7 = Signal Browsar + 5 =

T Jeed 2 3 4 5 o 7 S g Bl  LeVerage the JasperGold® platform

- {F eng_parse (pp_eng_parss)

] EXE)
® N O O O O O O O Y 5 prec.con oo ) i i o™ i
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PCLE [ AF thromem ipp_thr_mem;) i
& \ - {F stall (pp_stall) [F] f t
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rstm ~AF tlist_etrl (pp_list_ctrl)
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- thr_mem.init_cnt A ’_m Why ifind out reason for signal valua) Crri4w I Source Pane - visualize:1
E @ thr_mem.init_st [LOLE E'-EI  Relmvant Loads CErl+Shift+u | e fane o & 3
= & i
-+ 1 ——— [FR] Add why Signals Chrl-+d : - — - -
Highlight Relevant Logic Chrl+5 E- 1 pe(pp) :g X ::'E!?izﬁfig:i'n k_init or negedge rstn) begin |
Add Relevant Input/Undriven Signals Ctri+6 E ﬁ enq_parse (pp_end_pé 17bl 3 .
B {F proc_ctrl (pp_proc_ct B7 init_st <= TDLE;
Add Relevant Module Instance Port Signals Ctrl+7 i ﬂ I;d mem_t i ] B8 end else begin
[k Highliaht Retevant Differsnce Clrla & i nrLe RY 4% {efg_thr init) begie
(2| o TS| o init st == BUSY;
[R5 Mestity value. Chrl+m G- i} stall (pp_stall L G
Extract Canstraint... G- {} drop_ctrl (pp_drop_ct 23 J.Tntlm.r._st_ == BUSY) begin J
e | - {F list_ctrl (pp_list_ctrl) 1] 2"l
uskify 94 if (&init_cnt) init st = DONE;
[ ]
il L3 | I 1 2| 3 Adld Directed st Point E ?F f:rjfr"c:gp_mm 95 > init_cnt = CESNESE - WED:
Source Pane - visualize:0 Add Annotation Comment a6 end
) Search the Source Cecle Pane | % & |4 ¥ | D et =] T A e e :; en:"ﬂ
S 8 wom 5 OREEE I
B I enc_parse (pp_end_parse) TREr_avail 17 _':I
e IF proc_ctrl (pp_proc_ctrl) 8 LE; | PEr. : .
[ I  payload_mem (pp_payload_mem) 3 L " !nw‘p‘:kgr |2
B, . .
: Failure trace is
: S O Adebud :
automatically extended by Analyze in the source
> Ulldl de C c c
one cycle to show where browser, can trace loads
cd( O Id c

and drivers

the failure is observed T
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P | Ctu re A
Wide range of synchronizers (NDFF, Enabled by true
Mux, FIFO, Handshake, User-defined...) formal technology
. Clock/Reset

Tree

Comprehensive
Checks

Low-noise
violation handling

Metastability-Aware
Verification,
Innovative Debug,
and Waiver Handling

Metastability Injection
in Simulation

e v

Powerful auto-
waiver feature

Constraint i AeEatORIEETEAt E
Validation g

and export to simulation

Innovative debug
with Visualize™ and
Graph views

The only CDC solution with industry-leading formal technology for

functional checks, asynchronous verification, and waiver handling
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Waivers

Auto/Conditional
waiver flow

Structural Functional Metastability
Analysis Analysis Analysis

Simulation

Signal configuration
Clock/reset tree checks validation Metastability-aware

CDC synchronization Clock relationship checks [ Metastability-aware simulation

roof of:
checks Reset order/priority i

» Clock specifications Convergence/glitch checks User-written

+ Reset specifications checks assertions CDC protocol

checks
o S - izati CDC protocol
Signal configurations ?ﬁ;gi:ynchromzatlon CDC protocol checks checkps Signal config

: - checks
Reset domain crossing Waiver conditions

checks Waiver condition
validation

Waiver conditions
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CDC Configuration and Structural AnaIyS|s BV (agcellerd)
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CDC Structural EUNG Vietastability,
Configuration Analysis Anal l/ Analysis

« CDC configuration

» Specify clock properties and relationships (using SDC or native commands)
« Specify correct reset types (async/synchronized/synchronous) and reset prif§Ry Garbage In = Garbage Out

» Declare signal configurations (constant/static/mutex/gray-code) with conditions

» Comprehensive structural analysis

Clock and reset tree checks

CDC synchronization checks
Convergence/glitch checks A Wrong Waivers = Masking ls
Reset, RDC checks

Waivers added while dispositioning structural violations

Signal configuration correctness and waiver-related functional assumptions should be

verified



Functional CDC Analysis BV (agcellerd)
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CDC Structural Functional Vietastability
Configuration Analysis Analysis Analysis
Signal configuration validation -
, N ‘o8 |E[r/elo@
- Auto-generated assertions for verification elo 3

|»

Category: CDC_CONFIGURATION (2)
Tag: PRT_IS_UNCK (1)
Verify pseudo nature of constraints |
« Specify triggering event for signal to be constant/static e CaleCAn COC CONERGENCE )

|Description (Order by domain)
* Proven in formal verification environment Pl Domain: COC 149)
: ignal ' conrt‘ll'otlublock inv_data_in' is not static“>
« Example: - _—
« Data on CLK1 domain can change only when destination is in reset (RST2 is asserted) ’
D2

Q2
D Q D Q=

* check cdc -signal config -add static D2|-condition RSTZ

CLK1 & CLK2 —p“IX

« Additional verification to ensure pseudo-static property

Export and run signal configuration checks in simulation

Verification of analysis constraint correctness leads to greater confidence!
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Functional CDC Analysis (cont) (g ov o deler)

Analysis
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 \Waiver condition validation

 Validation of functional assumptions used in dispositioning structural
violations

* Auto-waiver flow

» Tool automatically detect conditions for dispositioning structural violations
* Violations are waived if the condition is proven

« Example: Gray encoded buses, unsynchronized paths but are metastability

safe
Selected SVA Waiver

Violation(s) Expression comment

| l - .
‘  Conditional waiver flow

Conditional waiver
Status: NolProcessed » User provides SVA expression for waiver condition

Y

_ Proven?

» User-selected violations are waived onlv if the condition is broven
% check cdc -waiver -add -filter ........s.cwve
-comment "stable Q2 during RST1"
-expression {##1 $fell(RST1l) && $stable(RST2) |-> $stable(Q2)}

Yes

Status: Unsafe Status: Safe
Violations not waived /iolationswaived

% check_cdc -waiver -prove

Verification reduces noise and avoids errors in manual dispositioning of violations




IIIIIIIIIIIIIIIIIIIIIII

cDC : Structural & Functional - Metastability . ,

* Pre-requisite: Formal Property Verification (FPV) environment
» Passing functional assertions

e Push button flow with customized debug in visualize
* |[nject metastability in user properties
 Verify user-defined properties in presence of metastability

« Metastability awareness in protocol checks

SYSTEMS INITIATIVE
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MSI Flow in Simulation

* Pre-requisite: Simulation environment with passing test cases

« Simple, easy to use, no instantiation flow in simulation

 Timing violation monitors and injection modules exported from
JasperGold® platform

* |[njection models can mimic both setup and hold violations
* Not dependent on synchronizer types — all CDC crossings covered
» Configurable setup, hold time windows for individual clocks

« Random/Always/No Injection modes



. BV accellerd)
Conclusion

SYSTEMS INITIATIVE

« JasperGold® Superlint App is industry-leading solution for RTL signoff by
designers

v"Comprehensive structural LINT and DFT checks
v"High-value auto-formal checks

v'Easy setup and feature-rich analysis and debug environment
v'Designed to be low-noise, high-productivity application

« JasperGold® CDC App is a holistic CDC/RDC verification solution
v' Comprehensive structural checks

v'Functional CDC/RDC verification
« Constraint validation
» Waiver validation
* CDC protocol verification

v"Metastability-aware verification
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Speed Up Verification with A Common
Methodology For Emulation And
list the Altr@tatypRimngtions here

| !
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System & Chip design trend 2021 - 2028 acelerd)
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Time-to-market Bare Metal

Development cost reduction Applications Communications LG
Multi-core design and verification complexity Middieware . Zm"‘:f
Integration of new designs and derivatives PO 1 el | —
Drivers T 3 % e odem
Software stack development _ 0 Comms
Firmware / HAL a & Firmware / HAL
Hardware-software convergence 1 '_r""\
PU Subsyste 1 hopicafonfspecii] c . ™
More than 80% re-use S AEm -
More than 60% of effort in software Application N
HEAEH 2 5
HAAER}E(iss | 422 022

System on Chip (SOC) System on Printed Circuit Board (PCB)
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Emulation & prototyping accelerate time to product g 3@
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» Early, embedded software & firmware development

* |nitial systems and/or proof of concept _ — _
Software is ready when 1st silicon comes in
* Pre-silicon Chlp (AS|C) verification «  Full Android boot 30 min after silicon is back

Full system demo to customer in 3 days

. Software Development Effort
= I (# of days)

= = I = B
Online Video > M No Pre-Silicon System B With Pre-Silicon System

75

15

[ =

Full Function Android Running First Software Release

Source: Amlogic
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Chip/System Tape Product
RTL Ready Out Release

Firmware & software

validation
BT e rly HW/SW HW regressions
Analysis o-verification
na
* Predictable fast build » Highest performance
_ . « Comprehensive debug * Lowest cost
Simulation .
Acceleration °*  Multi-chip level  Scalable capacity

capaci?k
Pre-Silicon Post-Silicon
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Palladium Z1 to Protium X1 benefits BVEESR a@

ANGHAI | MAY 26, 2021 SYSTEMS INITIATIVE

‘ * Unified Flow

- Reuse of the existing Palladium

i s environment
4 (clocks, memory models, scripts, AVIPs,
= SB/EDK, etc.)
- Gongruency between emulation and
prototyping

FPGA Prototyping

- Going back to emulation for detailed

debug



Palladium Z1 Emulation Drivers

cadence

Core Emulation Acceleration

/ \
| ‘ . . . Palladium® Z1
Virtualization Versatility Hardware/Software
22 Use Models
\ 7 )
Architecture [ Post-Silicon

-

Low Power

0O Use Models
% Enabling Capabilities

cadence
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User capacity
EEEEE SYSTEMS INITIATIVE

: Palladium Z1
» Scalable datacenter-class emulation system GXL Model S18L
ytes
User memory

- IP to full SoC emulation: 4 to 576 million per rack
1152
Debug memery

- Scales up to 9.2BG with up to 2,304 parallel jobs
- Rack-based form factor: setup in existing data center
- Built-in redundancy for reliability

p to 56 Gbps
» Virtualization e
- Virtual target relocation
- Advanced job reshaping Up o ANtz
- Emulation Development Kits (EDK)
> Virtual Emulation and Virtual Debug p to 140MG
per hour

Netlist compile

13,824 10s
(4608 per cluster)



Palladium Use Modes

Simulation Acceleration, Virtual and In-Circuit Emulation

2021

DESIGN AND VERIFICATION™

DVCON

CONFERENCE AND EXHIBITION

SYSTEMS INITIATIVE

SHANGHAI | MAY 26, 2021

Simulation Acceleration
TB-driven HW verification

Test Environment

Simulator

Test-Bench
UVM-A, C/C++

Virtual Emulation
SW-driven HW verification
Interface-driven HW verification
HW/SW co-verification

Interfaces

Test Environment

Virtual Device
Models

Application /
Tester

Embedded
Device
Models

Palladium

Physical

FullVision

Debug

szerag)e
(t2))
A

Assertions

Multi-run

Low-power

()

DPA

Interfaces

In-Circuit Emulation (ICE)
SW-driven HW verification
Interface-driven HW verification
HW/SW co-verification

Test Environment

Physical
Devices

Application /
Tester




Faster Compiles Resulting in Higher Productivity

0:12:47

2:l1:58 gl

~ 0:01:53

1

i\

V'
|/

B vhelab

0:01:16 ™ ixveg

= HDL-ICE

2021

DESIGN AND VERIFICATION™

DVCON

CONFERENCE AND EXHIBITION

accellera

SYSTEMS INITIATIVE
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» Workstation: PD02, 96-core, 2TByte
+ MC workstations: Machine farm through

L u ]
Deb Alloc
(-]

UCDB HWONLY
B UCDB FORGEN

LSF, 1TByte

0:05:50

0:0

0:24

B xeCompile

|
0:00:00 1:12:00 2:24:00 3:36:00 4:48:00 6:00:00 s

1

~
s

2:12:58

Ang q Fclk
IXCOM Parallel Partition Compiler VXE 19.10 541Ktz
00205 ST M vhelab
0:15:01 0'09'%57 = o B ixvcg
| B HDL-ICE

Compile time 8:19:31

UCDB HWONLY
B UCDB FORGEN

1

| \

\

'J \
0:05:57 = 0:02:24

0:05:57 M xeCompile
Hnc
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00
. Fclk
IXCOM standard compile VXE 19.10 EERED
s B vhelab
0:10:29 /7 e 0:0?:02 M ixvcy
' / ® HDL-ICE

|
a

0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00 16:48:00 19:12:00 21:36:00

UCDB HWONLY
B UCDB FORGEN

» Workstation: PD02, 96-core, 2TByte

B xeCompile
M nc

clusters

» Z1 configuration: 8-

» Main workstation: PD02, 96-core, 2TByte
» PPC workstation: PD03, 72-core, 3 TByte
Running 18 partitions on PPC workstation



Palladium Debug BVt agcelerd)

CONFERENCE AND EXHIBITION

Unparalleled levels of productivity and at speed

FullVision View any design signal at full speed. Debug design
Dynamic Probe Capture select signals with large traces (up to 80M samples).

InfiniTrace Capture extremely long trace depth for post-analysis replay, move
forward & backward to debug any time window of interest

ContrOI VISI bl I Ity Offline Debug Offline concurrent debugging on workstation. Free up Palladium

resource for other jobs, jump to any time window using a specific trigger

Determine when to
 Capture signals

» Stop emulator

* Log messages

Determine what
« Signals to capture
* Debug technology

Waveform streaming Continuously view small number of signals at full
rate

Save/Restore Re-start emulation run from a previous state. Save time by
restoring, avoid repetitive initializations or sequences

Hot-swap Swap state of design back to simulator for interactive debugging to free up
Palladium resources for non-interactive jobs

Combine control & visibility Force Change design function during runtime. Set system conditions to analyze design
* Triggering waveform capture behavior under un-modeled corner cases
» Full Vision & Waveform streaming
« Compiled Monitors with dynamic SDL/DRTL Specify multi-level complex trigger conditions. Use design events to detect

technologies (DRTL and SDL) scenarios,
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Palladium supports assertions, code and functional coverage
— Scored in hardware & viewed in software
— Supports acceleration & in-circuit emulation

% coverage

Accelerate performance- Functional
challenged simulations with Coverage
assertion, code or functional

coverage requirements

Detect gaps earlier and . Code
improve overall verification - overage
efficiency

Visualize coverage in
Xcelium Metric Center (IMC) or vManager

>time

By applying coverage in Palladium
By applying coverage in simulation
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Protium X1 Enterprise Prototyping System v a@
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Performance
» Enabling early firmware and software development, automated bring-up
* Up to 50MHz for single FPGA; up to 5MHz on billion gate designs

Capacity
» Advanced blade architecture scales to billions of gates
 Ideal for Al, ML, 5G, mobile, and graphics applications

Fast Bring-up
* Unified Palladium® Z1 / Protium™ X1 compile ensures DUT congruency
* Enables transition from emulation to prototyping in days

Multi-user
« Single-FPGA granularity assures high utilization and efficiency
 |deal for storage, automotive, image, consumer and medical applications
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Technology Details — Faster Prototype BV (accellera
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* Unified compile
« With Palladium® Z1, Protium™ S1

Networking — e
" m— E giﬁt;‘ﬁsm * Bring-up in d.ay.s or Weleks (vs. months)
* Re-use of existing environments
Sl ~ | 488% - Easy transition from emulation to prototyping
- * N - Enhanced memory modeling
Consumer . — 8% * Map virtually any design memory
— : v * New: LPDDR5, UFS 3.0 and HBM

* Future protocols can be added quickly

« SpeedBridge® Adapters

» Connect to peripherals quickly

Mobile 479% —

Bring-up time (weeks) . _
« Without manual rate-adaption



Technology Details — Advanced Debug DVEDN

Capabilities

Hardware debug: bring-up design quickly, validate functionality
Force and release: for initialization and “what-if” analysis

Data capture card (DCC): 1000’s of signals, millions of cycles

Prototyping Full Visibility: observe any signal at any time

Software debug: early firmware and software development
* Memory (backdoor) upload and download

* Clock control to stop and resume the hardware at any time

Standard interfaces to industry-leading debuggers and software
environments - use familiar tools

« Joint Test Action Group (JTAG) and Universal Asynchronous
Receiver/Transmitter (UART) interfaces

Transaction interface
» Directly connect to software models and virtual environments

2021

CONFERENCE AND EXHIBITION

SHANGHAI | MAY 26, 2021

Software Debug: C Code

T p -

Hardware Debug: RTL

SYSTEMS INITIATIVE
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* Prototyping of smaller IP or subsystems

» Flexible multi-user capability for up to 6 concurrent
users per blade
- Any single-FPGA granularity combination is possible — no restrictions

. “Cloning” of design is supported (same design in multiple FPGAS)
without recompile

- Enables optimal utilization for IP, loT, storage, automotive,
Image, consumer and medical designs
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Shared solutions and peripherals
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« EDKs and SpeedBridge Adapters . SpU:BdgAd:t
- Physical connection to real-world S Zma
interfaces
- Virtual Solutions i /
. VirtualBridge, AVIP, Hybrid, Virtual el
Debug ,ﬁ‘f‘g
- InfiniBand-based link to virtual interfaces , 7
* Memory Model Portfolio (MMP) 5

- For all on-chip and off-chip memories

(>
Job Scheduler and vManager _ v.rtrfaces / ¢
- Manages workloads across Z1/X1 v
platforms gt

Palladium only
- Dynamic Power Analysis with Joules
- Code and functional coverage
Protium only: native interfaces DPA vithJoues jEs R
o Highest throughput o VirtualBridge, Virtual Debug, etc.
- “breaks” congruency

f

Native Interfaces
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A Common Methodology Makes Life Easiersvi a@
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* Unified Flow

- Reuse of the existing Palladium environment
(clocks, memory models, scripts, AVIPs, SB/EDK, etc.)

- Congruency between emulation and prototyping
- Going back to emulation for detailed debug

» Common Compile Front-end
- No learning of new tools and flows

RTL
Compile

il L SRR - Identical language coverage
* Bestdebug 2 & Regression = Highest performance
e Remsnioig - New capabilities and fixes available on

. Debug &
“_ Rich use models

both platform simultaneously

Congruency and common environment
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Accelerate SoC Performance Testing
with System VIP
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Number and variety of processing engines is
growing to address More than Moore
SoC SoC Infrastructure has become a mass of coherent and non-
: & | | ' 2 coherent interconnects stitched together with clock and
: ESInstr |_—$Data ESInstr EData : : ESInstr l—sData Elnstr FSData : : : domain bridges to Support mU|tip|e power domains.
E [ si2 . [ s i E [ s [ s i : i
: = 1 se2 5 i
: [Slnstr |:SData [Slnstr _[SData : : [Slnstr |:SData [Slnstr [SData : ; e e al
e J)|Cse T fCee )Tz ) S e e Transiation | L .
l Lo o > > and Memory To maintain growing demands for SoC performance the
! $L3 Cache - $L3Cache = Management |

number of cache hierarchies is growing with each
generation. Combined with high-speed coherent I/O creating
complex scenarios and measuring results is tough

_____________________________________________________________________

S S B B e B
1 1
1 ]
: System Cache ®) System Cache :
1 ><><><] )
1 1
| System Cache ® System Cache 1
1 ]
1 1
1 1

________________________________________________________________________________

__________________________

|: Cache

To keep pace with system throughput demands, DDR
subsystems are becoming more complex, multiple
controllers allied to complex hashing in the controllers and
interconnects to ensure balanced DDR loading



2021
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Understanding Performance Throttling DvEON agcellera

| p— p——  p— — : ! SoC
: Sinstr [ $Data [Sinstr [$Data - [Sinstr [$Data Sinstr |SData 3 E
[ s [ A T [ sw ; :
" . . ‘ : ; | sL2 i :
Quallty Of SerVICG (QOS) Settlngs can 3 Sinstr |[$Data| | | [Sinstr [$Data E E [Sinstr|[$Data Sinstr |[SData 3 N Y ‘_____ __-_:' ________
adjust priorities when the system sz J)|Csz 1) T2 1||Cs2 o Translation |
& m— S0 Gach | > > and Memory !
ache Management |

becomes more highly loaded. S Sscene f] [ A s SR Management |

If the situation persists it can cause

Eslem(:ache
back-pressure to build all the way back >4>4;‘t | systemoaone

to one or more Initiators b

| CLK/PSO Domain

Once a Responder cannot keep up with : [ it
demand, it creates “back-pressure” ‘ :

Outstanding

Transactions
afl off off off @ ff @ n|l o]l ol ol o] o] ©| @
afl offl offl o)l o) © nl ol ol ol o o @] @
ofoflofofofe oloflo|lo|elefle]e
33313 3]3 3333|3333
<< <|I<| < << << << <] <

Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data

Acceptance
Capability

v

Issuing <
Capability

A
A 4
a




Simulation
C ’ Use-cases |
™ el
7

|

I Inteiace I

On Chip Bus

Interface

!

Interface

VIP or Memory

Model

IP Verification

2021

DESIGN AND VERIFICATION™

A Systematic Approach to Ensuring SoC Performanmee._.

SHANGHAI | MAY 26, 2021

Step 1 — Characterization
« Path-by-path maxBandwidth, minLatency analysis
» Sweep Outstanding Transactions to find sweet spot

Step 2 - Synthetic Workloads
« Traffic Generators for non-coherent scenarios
« Basic Coherency Tests — cache hit rate sweeps
« Advanced Coherency Tests — complex multi master
scenarios

Step 3 - Sign-off
* Define sign-off performance scenarios
» Create sign-off checks
« Self-checking scenarios
» Post-processing performance checks

ON

AND EXHIBITION

o e e e e e e e e e e S S S e e e o S e e e e e e e e e e e e e e e e — )

SYSTEMS INITIATIVE



A Systematic Approach to Ensuring SoC

Performance
Simulation
& [ socases |
=

|

I Inteiace I

On Chip Bus

Interface

!

Interface

VIP or Memory

Model

IP Verification

Simulation or Acceleration

2021

c
|

Use-cases |

.

E—y m—

Reuse Test Content at Subsystem and SoC

ANIP

ANIP

VeI (accellera
HHHHHHHH | MAY 26, 2021 SYSTEMS INITIATIVE
Acceleration
© D
— =

AVIP

Processo

Interface

oCB Interface
Interface
Interface

Memory Model

Subsystem Verification

r

Interface

!

Interface

Memory Model

SoC Verification
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Analysis and Checking

Generation and

SoC Data / Cache

Testbench SoC Test
Performance coherency

librari
Assembly ibraries analysis checkers

@m testing domains libraries Protocals sub systems libraries \
1 |
\ r \

uuuuuuuuuuuuu

H
|
;
y‘, J
Architecture libraries

System System Traffic System Performance  System Verification
Testbench Libraries Analyzer Scoreboard
. Generator |

|

L4 RISC-V~ qrm
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Flow

2021
What Does an Automated SoC Performance Flow BVETIN (aeccellera

1. Generate Testbench
» Configure CSV for Simulation
« Generate SV UVM or C
testbench

System
Testbench

|
|
|
|
: : Generator
|
|
|

| 2. Scenario Creation

|
|
|
| * [|nitialization of DUT | e
« Basic ATP Test | 7 N Perspec™
|
|
|
|
|

|

|

|

: « Basic Coherency Tests  smi_tua_ bt
| « Advanced Coherency Tests

Traffic Libraries

[ e e e e e e e S e e e el — - “ple ettt Record Process

3. Run Tests
« Simulation or Acceleration
T . T TUTRRD T 't I
4. Analyze and Debug | S B, T
I « SPA Performance Analysis | S patavase ey pai o A o)
| «  SVD Correlation i SPA Server = s

- S — — o
l ‘. ” gg

Parsing
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Scenario creation CONFERENCE AND EXHIBITION
SHANGHAI | MAY 26, 2021 SYSTEMS INITIATIVE
New Egae | C Reced | B Sl o Drag and drop .Actllons from the gallery which
shows libraries and user code :-
- - s T : Increment Bandwidth from 100MBs to 400MBs
vodel . To) Name H r TOKens Constrain ]
e z .-‘T_‘s_cenamo[sjequence] | ¥ B2 (1] Name i Vvalue :
—— l+® a0:incr_mbps_single_patt _ —
»! native_operators & ab:repeatigentime] & comp ? C . 3 - . .
4103 pss top - GaFAC_prof proc_tag @ _[master port 5 |t Fields can have fixed values or in this case in a
 Incr mbps single | o mbps O [i+1*100 = repeat loop to create 4 sequential ATP Actions
% spacer | transactionSize @  |[0x40 ] B
% overdrive repaat) dataSize (1] ? -] |
% multi_mst_sing_sh full (1] 0x%400 _ ‘a
gk start - A i ATP FIFO Configuration models bursty IP
¢ | p_per_mas numOfTransacti.. @ (i+1)*100 -t .
@ rw_ramp_per_mas £, al: smi_traffic_profile N transactionLimit @ ? - behaVIOUI’
B} DVE B e oo direction Q direction (-] & ] . o ] ]
+ B Performance = addrPattern ©  [SML_ATP_ADDR_FIXEL-] Fields with a “?” indicate that the Solver will
» 3 Benchmarks tartAdd 9 ? 144 i
o TR P A generate a ranqlom value qnless the user overrides
avip_traffic_pro stride ® [ with a contrained value.
vip_traffic_profi xrange O -
profile_delay yrange (1] ?
sml_traffic_prof idp. [n) 7 . . o
e WA} & y i - 400MBs is the max possible on this interface,
el Data bath lowerld 0 [ therefore there is some minor throttling going on
' sml_operators upperld Q ?

V5 Coharency Systom Perormance Analyzer _—

& sml_memory_
HIEERE Bandwidth Over Time FIFO creates the initial ”burst” of transactions
which has a bigger effect at lower bandwidths
600
N e N
2 hl 1: 5‘\"'_”’\; ‘ls ‘A Jf_\\"'/_”vf i i
5 f \“ [ | I I\ | \
= 200 ? aaaad } ;\ | o 1
f’ L_J i (—J "
| | \
0 I | A | ]
1,000k 1,100k 1,200k 1,300k 1,400k 1,500k 1,600k 1,700k 1,800k
Time [ns] - Sampling Interval is 5 pys
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cadence

Overview

Memory ~
Address Distributior
Per Banks Distribution
Bandwidth Utilization
Activate and Refresh

Write to Mask Write

On Chip Bus ~

Session Report

Runs Selection  Ddr_efficiency_rwrati... X

Activate and Refresh

Memory Access per Page Activation
Min: Rank0 - 0 Rank1 -0 Max: Rank0 - 18 Rank1 - 27

1
[} 1 2 3 4 5 6 7 8

Time between re-activates of the same page (ns)
Min: Rank0 - 64 ns Rank1 - 64 ns Max: RankD - 14.53 ps Rank1 - 14.22 ps

Count

5
i) ']
e e
01 -
10 20 40 60 80 100 200

Time between re-activates of the same page after refresh (ns)
Min: Rank0 - 448 ns Rank1 - 3.45 s Max: Rank0 - 11.93 s Rank1-11.35ps

v}

Information Center

13 14 15 16 17 8 19
Read/Writes per ACtivale
@ Rank0 feank1
[ ]
* e o eme® ¢ ]

7 @00 COXBICG IC D EBCOT

600 800 k 2k
Time in ns
® Rank0 Rank1
[ ] ®
400 600 800 k 2k
Time in ns
® Rank0 Rank

Spauser : The DDR analysis tools help
identify potential areas of
concern for DDR performance
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Debug - Root causing problematic transactions
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AXI Transactions DDR Transactions

(=]

StartTime | Name C d Add Burst Length TransferSize  Total Size (bytes) Ta Start Time  Instance Name Command Spacing (in Clocks) Bank Row  Column BL AP

26890245 master_0 Read 80200000  UNSET 1 WORD 4 26736789  tb_top_config2.memory.lpddrd_UR_OC.lpddr4_chA = MRR2 - - -

26891079  master_0 Read 80200000 UNSET WORD 4 26780157  tb_top_config2.memory.lpddrd_LR_OC.lpddrd_chA MRR2 = =

26891913  master_0 Read 80200000 UNSET WORD 4 26823525  tb_top_config2.memeory.lpddrd_UR_OC.lpddr4_chA  MRR2 - - -

26892747  master_0 Read 80200000  UNSET WORD 4 26910261 tb_top_config2.memory.lpddrd4_LR_OC.lpddrd_chA Activate2 - 0 64

26996163 master_0 Write 80200000  UNSET 1 WORD 4 26928609  tb_top_config2.memory.lpddrd_LR_OC.Ipddrd_chA Read2 22 0 64

27002835 master 0 Write 80200000 UNSET 1 WORD 4 26935281 th_top_config2.mem: ddr4_LR_OC.lpddrd_chA Read2 30 0 64

27029523  master_0 Write 80200000 UNSET 1 WORD 4 26941953  th_top_configZzmemory «& Show Relatelm\ Read2 38 0 64

27030357 master_0 Read 80200000 UNSET 1 WORD 4 26948625 th_top_config2.memory chA Read2 46 0 64

Entries per Page (10 & 1 ana€1c  mams Caiss o 10 a . 1 an.ean e

AXI Transactions DDR Transactions
— A3 (® @]

Start Time | Name C d Add Burst Length  Transfer Size  Total Size (bytes) Ta Start Time  Instance Name Command Spacing (in Clocks) Bank Row  Column BL AP
26890245 master_0 Read 80200000 UNSET 1 WORD 4 26736789  tb_top_config2. memory.lpddr4_UR_OC.lpddr4_chA  MRR2 - - -
26891079  master 0 Read 80200000 UNSET WORD 4 26780157  tb_top_config2.memory.lpddrd_LR_OC.lpddrd_chA = MRR2 - - -
26891913  master_0 Read 80200000  UNSET 1 26823525  tb_top_config2.memory.lpddr4_UR_OC.lpddr4_chA  MRR2 - - -
26892747 master_0 Read 80200000 UNSET 1 WORD tb_top_config2. memory.lpddr4_LR_0C.Ipddr4_chA Activate2 - 0 64
26996163  master 0 Write 80200000 UNSET 1 WORD 4 26928609  tb_top_config drd4_LR_OC.Ipddrd_chA  Read2 22 0 64
27002835 master_0 Write 80200000 UNSET 1 WORD 4 26935281 tb_top_config2. memory.lpddr4_LR_OC.Ipddra™ Read2 30 0 64
27029523 master_0 Write 80200000 UNSET 1 WORD 4 26941953 tb_top_config2. memory.lpddr4_LR_OC.Ipddr4_chA Read2 38 0 64
27030357 master_0 Read 80200000 UNSET 1 WORD 4 26948625 tb_top_config2. memory.lpddrd_LR_OC.Ipddrd_chA Read2 46 0 64
Entries per Page |10 § 1-100f16 Next) Entries per Page | 10 § 1-100f20 Next)
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Automate and speed up SoC level verification with pre-define content and tools

SHANGHAI | MAY 26, 2021 SYSTEMS INITIATIVE

N
‘ ‘ Renesas has used Cadence VIP for many years and values
Cadence’s leadership in advanced SoC verification technologies.
By adding the new System VIP to our existing verification

e . environment based on the Cadence Xcelium and Palladium
_ SyStem'Level VelflfIC_atIOH IP _ platforms, and improving stimulus re-use and automation, we’ve
Chip-level test and testbench generation with advanced analytics further accelerated the SoC verification process with 10X more

efficiency, enabling us to deliver innovative, high-quality
products to our customers faster.

Tetsuya Asano
Director, Design Methodology Department, Shared R&D EDA Division at

* UVM SV testbench for simulation « Cache coherency, performance, PCle® Renesas Electronics Corporation
» C testbench for emulation » Seamlessly in sim, emulation, and silicon
0 5 ENnesas 99
=g — 6 )
[ —.

Through our collaboration with Cadence, we’ve reduced some
of the complex SoC verification challenges, especially around

( ([ ) /O peripherals. By using Cadence System Traffic Libraries and
System Performance Analyzers, Arm was able to automate
complex test generation processes, enabling a quicker PCle
integration verification and performance analysis.

* Memory, interconnect, and peripherals » Checks data and cache coherency
« Unified for simulation and emulation « Supports simulation and emulation Tran Nguyen

Director of Design Services at Arm

A @ arm ¢9
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* Ensuring SoC performance targets are met is a growing challenge
» Bigger testbenches, multiple runtime engines
 Building richer scenarios
« Harder to analyze and debug

e Testbench automation is essential to be productive

» Building all the required scenarios is becoming a large task
* Reuse of the scenario content is essential
» Easy porting of content to different SoCs and execution engines is a must

* Analyzing and debugging performance requires domain-specific tools
* On-chip bus, DDR, and other domains need special analytics
» Tracing the transaction lifecycle across an SoC is extremely challenging without tools

Svstem VIP addresses the challenaes
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Find and fix the most bugs per $ compute per day

Smartest
Apps Smart Verification Management
vManager™ — Indago™ — VIP — System VIP — Perspec™
Fastest Formal Simulation Emulation Prototyping
Engines JasperGold ™ Xcelium™ Palladium™ Protium®
Most Choice

X86 or Arm® CPU X86 or Arm CPU Custom Processor FPGA
of Compute
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